
Math 6091/3091: Practice Midterm 3 Solution
Naufil Sakran

Do all of the following problems.

(1) Find the determinants of the following matrices.
(a) 3 3 1

1 0 −4
1 −3 5


Sol

det = −66

(b) 1 k k2

1 k k2

1 k k2


Sol

det = 0

(c) 
3 3 0 5
2 2 0 −2
4 1 −3 0
2 10 3 2


Sol

det = −240

(2) Show that the value of the determinant is independent of θ.
(a) (

sin θ cos θ
− cos θ sin θ

)
Sol

det = sin2 θ + cos2 θ = 1

(b)  sin θ cos θ 0
− cos θ sin θ 0

sin θ − cos θ sin θ + cos θ 1


Sol

det = sin2 θ + cos2 θ = 1

1
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False, False, True, True, True, True, False, Falsa, False, True
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(3) Let

A =


−2 8 1 4
3 2 5 1
1 10 6 5
4 −6 4 −3


Show that det(A) = 0 without directly evaluating the integral. Sol∣∣∣∣∣∣∣∣

−2 8 1 4
3 2 5 1
1 10 6 5
4 −6 4 −3

∣∣∣∣∣∣∣∣
R1=R1+2R3−→

∣∣∣∣∣∣∣∣
0 28 13 14
3 2 5 1
1 10 6 5
4 −6 4 −3

∣∣∣∣∣∣∣∣
R2=R2−3R3−→

∣∣∣∣∣∣∣∣
0 28 13 14
0 −28 −13 −14
1 10 6 5
4 −6 4 −3

∣∣∣∣∣∣∣∣ = 0

(4) Given that ∣∣∣∣∣∣
a b c
d e f
g h i

∣∣∣∣∣∣ = −6.

Find ∣∣∣∣∣∣
a b c
2d 2e 2f

g + 3a h+ 3b i+ 3c

∣∣∣∣∣∣ and

∣∣∣∣∣∣
a b c
2d 2e 2f

4g + 3a 4h+ 3b 4i+ 3c

∣∣∣∣∣∣
Sol∣∣∣∣∣∣
a b c
2d 2e 2f

g + 3a h+ 3b i+ 3c

∣∣∣∣∣∣ = −12 and

∣∣∣∣∣∣
a b c
2d 2e 2f

4g + 3a 4h+ 3b 4i+ 3c

∣∣∣∣∣∣ = 2 ∗ 4 ∗ (−6) = −48
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True, True, False, True, True, True
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(5) Use Cramer’s Rule to solve the following system of equations.

3x1 − x2 + x3 = 4

−x1 + 7x2 − 2x3 = 1

2x1 + 6x2 + x3 = 5

Sol

x1 =
58

40
, x2 =

14

40
, x3 = 0.

(6) Solve for the value of y without finding the value of x, z and w.

4x+ y + z + w = 6

3x+ 7y − z + w = 1

7x+ 3y − 5z + 8w = −3

x+ y + z + 2w = 3

Sol

y = 0.

(7) Prove that a square matrix A is invertible if and only if ATA is invertible.

Sol
Let A be invertible then A−1(A−1)T is well defined and is the inverse of ATA. Conversely, suppose
ATA is invertible. Then (ATA)−1 = A−1(A−1)T implies A−1 exists. So, A is invertible.

(8) Prove that if A is a square matrix then det(ATA) = det(AAT ). Sol

det(AAT ) = det(A)det(AT ) = det(AT )det(A) = det(ATA)

(9) Prove that if det(A) = 1 and all the entries of A are integers, then all the entries of A−1 are integers.
Sol

Since, A−1 = 1
det(A)adj(A) = adj(A). Now as entries in the adjoint of A are just addition and

multiplication operation on integers. So, the entries of the adjoint are integers. Thus, the entries of
A−1 are integers.
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(10) Solve for x ∣∣∣∣x −1
3 1− x

∣∣∣∣ =
∣∣∣∣∣∣
1 0 −3
2 x −6
1 3 x− 5

∣∣∣∣∣∣
Sol

x(1− x) + 3 = x(−6− 2x+ 10)− 3(−6 + 6)

−x2 + x+ 3 = x2 − 2x

2x2 − 3x− 3 = 0

x =
3

4
±

√
33

4

(11) Find the characteristic equation, the eigenvalues, and bases for the eigenspaces of the matrix.
(a)  4 0 1

−2 1 0
−2 0 1


Sol

det(A− λI) = (1− λ)((4− λ)(1− λ) + 2)

−λ3 − 6λ2 − 11λ+ 6 = (λ− 1)(λ− 2)(λ− 3).

Now, when λ = 1, we have  3 0 1
−2 0 0
−2 0 0

 =⇒

0
1
0


Now, when λ = 2, we have 2 0 1

−2 −1 0
−2 0 −1

 =⇒

 1
−2
−2


Now, when λ = 3, we have 1 0 1

−2 −2 0
−2 0 −2

 =⇒

 1
−1
−1


(b)

T (x, y, z) = (x− 2z, 0,−2x+ 4z)

Sol

The matrix of T is

A =

 1 0 −2
0 0 0
−2 0 4


Now,

det(A− λI) = λ((1− λ)(4− λ)− 4)

λ3 − 5λ2 = λ2(λ− 5).



8

Now, when λ = 0, we have 1 0 −2
0 0 0
−2 0 4

 =⇒

0
1
0

 ,

2
0
1


Now, when λ = 5, we have−4 0 −2

0 −5 0
−2 0 −1

 =⇒

 1
0
−2


(c) 4 0 −1

0 3 0
1 0 2


Sol

λ = 3 =⇒

0
1
0

 ,

1
0
1


(d)

T (x, y) = (x+ 4y, 2x+ 3y).

Sol

A =

(
1 4
2 3

)

λ = −1 =⇒
(
−2
1

)
λ = 5 =⇒

(
1
1

)

(12) Let C∞ denote the space of continuous functions in one variable on R which has continuous deriva-

tives of all orders. For example, sin θ, x1 + 3x+ 1, e−x2 ∈ C∞. Note that C∞ is a vector space over
R. Let D : C∞ → C∞ be a linear transformation defined as

D(f(x)) = f ′(x).

Find the eigenvalues and the corresponding eigenvectors of D.

Sol
As D(eλx = λex implies eigenvalues are all λ ∈ R and the corresponding eigenvector in C∞ is eλx.

(13) Let D2 : C∞ → C∞ defined as D2(f(x)) = f ′′(x). Find the eigenvectors corresponding the eigen-
value λ = 1.

Sol
The corresponding eigenvectors are eλx, coshx and sinhx.

(14) Prove that if λ is an eigenvalue of an invertible matrix A and x is a corresponding eigenvector, then
1
λ is an eigenvalue of A−1 and x is a corresponding eigenvector.
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Sol

Ax = λx

1

λ
x = A−1x

(15) Prove that if λ is an eigenvalue of A, x is a corresponding eigenvector, and s is a scalar, then λ− s
is an eigenvalue of A− sI and x is a corresponding eigenvector.

Sol

(A− sI)x = Ax− sIx

= λIx− sIx

= (λI − sI)x

= (λ− s)Ix

= (λ− s)x

(16) Prove that if λ is an eigenvalue of A, x is a corresponding eigenvector, and s is a scalar, then sλ is
an eigenvalue of sA and x is a corresponding eigenvector.

Sol

sAx = sλx

(17) Find the eigenvalues and bases for the eigenspaces of−2 2 3
−2 3 2
−4 2 5

 .

Use it to find the eigenvalues and eigenspaces of A−1, A− 3I and 3A+2I (Hint: Use the (14), (15)
and (16) to do this question.)

Sol For A

λ = 3, 1, 2

eigenspace =

1 1 1
1 0 2
1 1 0


The eigenvecor and eigenspace of A−1 is

λ =
1

3
, 1,

1

2

eigenspace =

1 1 1
1 0 2
1 1 0


The eigenvecor and eigenspace of A− 3I is

λ = 0,−2,−1

eigenspace =

1 1 1
1 0 2
1 1 0
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The eigenvecor and eigenspace of 3A+ 2I is

λ = 11, 5, 8

eigenspace =

1 1 1
1 0 2
1 1 0


(18) Find the matrix P that diagonalizes

A =

0 0 −2
1 2 1
1 0 3


Sol

λ = 1, 2

eigenspace =

−2 0 −1
1 1 0
1 0 1


(19) Let

A =

0 0 −2
1 2 1
1 0 3

 .

Find A15.

Sol

D = P−1AP =⇒ A = PDP−1.

A =

−2 0 −1
1 1 0
1 0 1

1 0 0
0 2 0
0 0 2

−2 0 −1
1 1 0
1 0 1

−1

A15 =

−2 0 −1
1 1 0
1 0 1

1 0 0
0 2 0
0 0 2

15 −2 0 −1
1 1 0
1 0 1

−1

A15 =

−2 0 −1
1 1 0
1 0 1

1 0 0
0 215 0
0 0 215

−2 0 −1
1 1 0
1 0 1

−1

=

−32766 0 −65534
32767 32768 32767
32767 0 65535


(20) Show that the following matrix is not diagonalizable.

A =

 1 0 0
1 2 0
−3 5 2

 .

Sol

Eigenvalues are λ = 1, 2. When λ = 1, we have 0 0 0
1 1 0
−3 5 1

 giving 1 eigenvector.
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When λ = 2, we have −1 0 0
1 0 0
−3 5 0

 giving 1 eigenvector.

As there are not 3 linearly independent vectors so A is no diagonalizable.

(21) Find the eigenvalues of A7 where

A =

 1 0 0
1 2 0
−3 5 2

 .

Sol

λ = 1, 27, 27.

(22) Show that the following matrices are similar.

A =

1 1 1
1 1 1
1 1 1

 , B =

3 0 0
0 0 0
0 0 0

 .

Sol

Eigenvalues and eigenspace for A is

λ = 3, 0

eigenspace =

1 1 1
1 0 −1
1 −1 0


Now,

B =

3 0 0
0 0 0
0 0 0

 = P−1AP =

1 1 1
1 0 −1
1 −1 0

−1 1 1 1
1 1 1
1 1 1

1 1 1
1 0 −1
1 −1 0


(23) Show that the following matrices are not similar.

A =

(
1 1
3 2

)
, B =

(
1 0
3 −2

)
Sol Since det(A) = −1 ̸= det(B) = −2, therefore they are not similar.
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